
Table 1: Sample dialogue from a previous
study where we trained crowd workers to
learn motivational interviewing skills us-
ing a chatbot [2].

User: I had a quite stressful few weeks really and it
kept me from focusing on my studies. I would like to
talk to you about that.

Crowd: I’m sorry to hear you’d struggled with your
studies; can you outline what’s been affecting you this
week?

User: I moved from Belgium to the Netherlands 3 months
ago to do minor in Textile Engineering so it’s totally
new city and new the house where I am living in and the
subjects are so different. . . it’s is very difficult
to find ground to walk on almost.

Crowd: I can understand why that would make you
feel stressed, you’ve gone through quite a few changes
recently. How have you been managing with everything
so far?

User: It would be nice to find free time although I’m
already behind on my schedule. I should actually spend
even more time on my study so that I will be able to
finish it on time.

Crowd: I think you need to not be too hard on
yourself! Sometimes having even just half an hour of
relax time can help clear your mind and you may find
that it makes you more productive afterwards!

User: that’s a good tip. I did try that. . . So, I
have to go now.. thank you so much for having this
conversation with me.

Crowd: You are more than welcome. I hope your stress
eases soon. I am always here if you need somebody to
speak to.
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ABSTRACT
AI based self-help interventions are gaining considerable attention. However, they lack the necessary
expertise and emotional intelligence skills to fully engage with a stressed person. More recently,
researchers have investigated crowd-based psychological interventions, which proved to be effective
in treating mental illnesses. In this paper, we showcase two on-going research projects pertaining to
crowd-based counselling and their shortcomings that need to be resolved, before such conversational
systems can be deployed in the wild.
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INTRODUCTION AND BACKGROUND
Advances in artificial intelligence (AI), NLP, and speech recognition have led to the development of a
plethora of conversational agents (CAs) for the healthcare domain. Coping with stress is crucial for a
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healthy lifestyle. Prolonged and high levels of stress in humans can affect several physiological and
psychological functions [9, 23]. CAs have recently been proposed to treat stress-related symptoms
[24]. Others have proposed the leveraging of embodied CAs to alleviate stress and anxiety related

Figure 1:High-level systemarchitecture of
Crowd-of-Oz.

problems among children [7], older adults [20], and teens [10, 21]. On the other hand, chatbots have
also been used in the treatment of anxiety and stress related symptoms using variety of underlying
interventions such as cognitive behavior therapy [6] and motivational interviewing [19].

The shortcomings of current AI techniques and natural language understanding are not yet capable
to deal with the complexities in conversational interactions, which results in breakdown in the
conversations [5], failure to provide more detailed and contextualized feedback [19], and inaccuracy
of automatic speech recognition [25]. Furthermore, building a fully autonomous CA for delivering
psycho-therapeutic solutions requires advancing research in emotional intelligence, affect analysis
and computational psychology. Due to these limitations, the adoption rate and adherence is quite low
in health care related CAs [4].
We believe that CAs coupled with human intelligence support in real time can circumvent many

of the aforementioned challenges. For example, researchers in affective crowdsourcing [16] have
already proposed methods to leverage crowdsourcing to deliver positive psychological interventions
to people who are stressed [17]. One example is Panoply (currently inactive), a crowd-powered system
that leverages the crowds’ wisdom to provide on demand emotional support to people in need [18].
Another example is a Koko 1, which is an online mental health intervention app based on the concept

1https://www.koko.ai/

of crowdsourced cognitive therapy to combat stressful thoughts [8].
There are mainly two challenges for implementing CAs based on crowdsourced therapy: a) Existing

crowd-powered CAs tools take enormous amount of time to give empathetic responses to stressed
peoples. For instance, Panoply takes on average 9 min to 2 h to receive a first response from crowd
workers and other registered users, which is not suitable for a two-way live synchronous conversation;
b) Secondly, it is not known how can one train a non-expert worker holistically to deliver positive
psychological support? Such training is challenging since it requires a plethora of skills ranging from
understanding a person’s thoughts and feelings to deciding what actions to undertake based on
specific problems.

To solve aforementioned challenges, we built two systems: Crowd of Oz (CoZ) and Trainbot. CoZ
[3] is a system where Softbank’s Pepper robot broadcasts a live audio-video (AV) feed of a user who
is stressed to synchronous group of workers who respond to user utterances in real time. CoZ was
developed based on the principles of Real-time crowdsourcing (RTC), which is an area in Human
Computation research where online workers carry out tasks under real time constraints [11]. Although
CoZ was effective in surmounting latency issues [1], invoking an inexperienced pool of workers to
deliver positive psychological support can be detrimental. To tackle this problem, we developed
Trainbot, which is a rule-based chatbot built on the principles of motivational interviewing to train
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armature workers for providing emotional support to people in need. In the next section, we describe
these systems and their studies in detail.

Figure 2: Mean Latency: significant differ-
ence in the average response time was ob-
served between 1-worker and 8-worker
conditions

Figure 3: Trainbot interface

PROJECT DESCRIPTIONS AND RESEARCH QUESTIONS
Crowd of Oz
Fig. 1 shows a high-level system architecture of CoZ. We used Softbank’s Pepper robot, which can
exhibit some social behaviors e.g. gestures, head movements, and adjust its head pose to track users.
Workers operate the robot remotely from a web interface. When a user talks to the robot, her voice
is converted into text. The transcribed text is displayed on the Pepper’s Tablet and also forwarded
to the worker’s interface. Additionally, a live audio-video (AV) stream from Pepper’s front camera is
broadcasted to workers. Workers can see the transcribed text along with the AV stream. They can
compose a message either by typing or using the speech-to-text (STT). Their message is then spoken
by Pepper through an animated speech.

In a recent study with CoZ [1], we investigated the effect of the number of workers simultaneously
controlling the speech of the robot to the response latency and conversation quality, in the context of
stress mitigation -i.e. the robot would be acting as a coach for a stressed user. We recruited N=1, 2, 4,
& 8 workers in the queue for our investigation. Since this was our first study in leveraging the crowd
as a coach to alleviate stress, we opted to hire a professional actress who played the role of a stressed
university student. The professional actress improvised dialogues in all conditions and each condition
was executed 5 times (total of 20 sessions). Our results indicate that increasing the target number
of workers can improve the response latency linearly (Fig. 2) but at the expense of financial cost.
Additionally, we did not find any difference in the quality of conversation (we use appropriateness as
a measure for conversational quality [26]) in all conditions.

Trainbot
Trainbot (Fig. 3) is a rule-based conversational interface built on top of chat-bubble2 framework that

2https://github.com/dmitrizzle/chat-bubble

leverages Motivational Interviewing (MI) theory, which is a powerful counseling approach for treating
anxiety, depression, and other mental problems. [14]. We structured Trainbot based on the following
MI topics: 1) greeting and opening the conversation; 2) reflective listening; 3) showing empathy; 4)
asking open questions; 5) affirming the user’s strengths/coping skills; 6) wrapping-up the conversation.
After training workers on a specific topic, Trainbot confirms by asking “did you understand the
topic?” and if a worker answers in the negative, Trainbot provides an elaborate explanation with
more examples. At the end of a topic, Trainbot presents workers with short quizzes to solve. Upon
answering a question correctly, Trainbot continues to a new topic. If they fail to answer a question,
Trainbot presents them with two options – to either retake the quiz or read the instructions again.
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We conducted a between-subjects experimental study on Prolific, wherein a group of workers
(𝑁=200) received training on motivational interviewing via either a Trainbot or a conventional web
interface.We found that workers in the Trainbot group: 1) felt less pressure (Fig. 4), retook fewer quizzes
(Fig. 5); 2) provided psychological interventions that were rated consistently higher by psychologists
than the control group; 3) felt a higher self-efficacy in helping deal with stress management after the
training task (Fig 6).

ResearchQuestions
We derived following research questions based on the two studies: R1: How could the system handle
a failure of the crowd to produce a response within an acceptable delay? R2: What is the effect of
video and audio on the perceived privacy of users interacting with the robot? R3: How can we ensure
reliable and accountable crowd-powered counseling?

Figure 4: The treatment group took less re-
takes while solving quizzes

Figure 5: The treatment group felt less
pressure as compared to control group
The treatment groupusing Intrinsic Moti-
vation Inventory ([13])

PROPOSED SOLUTIONS
R1: One solution that has been developed to support artificial conversational agents is to ‘buy time’
with conversational fillers or acknowledgement tokens [27]. These conversational fillers can be simple
(e.g., “well” and “uh”) or complex (e.g., “that is an interesting question, let me think about it”). This
way, the crowd would still be handling the essence of the dialogue while CoZ would aim to yield a
more positive user experience and a better perception of system latency.

R2: Previous study showed that embodied conversational agent can collect more sensitive infor-
mation compare to its counterpart (dis-embodied agent) [22]. However, deploying a social robot
operated by anonymous crowd-workers in a realistic scenario entails addressing privacy. According
to Rueben et al. [22], two types of privacy is relevant to CoZ: physical privacy and informational
privacy. Physical privacy refers to preserving one’s own personal space or territory. In context of CoZ,
this can be achieved through privacy veils or avatars to hide the identity of the person talking to a
robot and altering the voice of the person using audio modulation techniques. On the other hand,
the perception of informational privacy can be improved by training workers to avoid requesting
personal information or using AI to filter out such queries. In a recent preliminary study, we deployed
CoZ in a trip planning task to study the privacy aspects. In one condition, the robot broadcasts both
audio and video to crowd workers as opposed to broadcasting only the participants’ audio cues in
the other condition. Interestingly, participants in the video condition did not feel very intimidated
while participants in No-Video condition were critical about what crowd workers could do with their
data. However, this was small study in a laboratory setting with only 14 participants. Further study is
needed to understand the privacy perception of participants in the wild with CoZ.

R3: Due to anonymity and lack of fair communication between worker and requester (who post the
task) on crowdsourcing platform, one can expect to receive inferior counselling, which is devastating
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for a stressed person who is seeking sincere help. To increase accountability, one can augment CA
with external support from human – a concept known as supportive accountability [15]. Although,
supportive accountability stresses on how human coaches can impact on adherence to eHealth
interventions, we can apply this theory to make workers more accountable. For instance, one aspect
of accountability is the social presence, which refers to “the implicit or explicit expectation that an
individual may be called upon to justify his or her actions or inactions" [12]. This can be achieved
with external set of workers who have some experience in psychology to provide external feedback to
lay workers’ helping skills. Also, akin to freelancing business where workers’ performance is shown to
requesters, we can also show the performance of workers (coaching skills, acquired training score) to
people seeking help.

Figure 6: A significant difference between
Pre- (helping skills before commencing
the training) and Post- (after accomplish-
ing the training) helping self-efficacy
(HSE) was observed in both MI-based in-
terventions. The workers in the treatment
group scores relatively higher than the
control group after the training task

CONCLUSION
We present two systems for stress management: CoZ and Trainbot. The former is a novel system
to elicit crowd generated counselling in real-time, to sustain a conversation between a robot and a
stressed person. We highlighted that the latency and privacy issues need to be resolved for the CoZ
to provide counselling to actual stressed people. The latter is a conversational system built on the
principles of MI for training untrained workers to provide productive and meaningful counseling. We
are working towards a comprehensive toolkit for delivering on-demand crowdsourced psychotherapy.
Such an emotional tool is an elusive societal need that is exacerbated in difficult times – as witnessed
during the COVID-19 pandemic.
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